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Workshop Overview

Virtual Workshop: Zoom Meetings
Schedule: Week 1: Lectures & Labs; Week 2: Projects
Time: Jan. 8 — Jan. 19, 2024

Workshop Website: cybertraining.clarkson.edu
This workshop is supported by NSF Award #218079

Note: The lecture slides in this course are adapted from Profs. Wellein
Hager (FAU) and Wei Zhang (VCU)'s course slides as well as many other
training materials from internet (e.g., NVIDIA, OpenMPI, PETSc, C
Programming Essentials, etc). Also, Profs. Chunlei Liang, Daging Hou,
Ming-Cheng Cheng (Clarkson) provides their slides for this workshop.
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Scope of the Workshop

Hardware coverage:

» Multi-core CPU, Many-core General Purpose GPU (GPGPU)
» Shared-memory nodes, Distributed-memory nodes

|dentify basic hardware concepts and how to efficiently use them:
= Distributed-memory Parallel Programming - MPI
= General Purpose GPU Programming - NVIDIA CUDA
» Scalable Mathematics Interface >PETSc, SLEPc, FEnIiCS

Computational Methodology:
» Proper Orthogonal Decomposition (POD)

Engineering Problems:
= Thermal Behaviors on CPUs, Quantum Physics
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Faculty & TAs

Instructor Team: Prof. Daqing Hou (ECE), Prof. Yu Liu (ECE),
Prof. Ming-Cheng Cheng (ECE), Prof. Guangming Yao (Math)
TAs: Martin Veresko (M.S. student), Ahmad Suleiman (Ph.D.

student)
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Supercomputer - Definition

» “Supercomputer (sc) is a computer that is only one generation behind what

large-scale users want.”
Neil Lincoln, architect for the CDC Cyber 205 and others

= A supercomputer does not fit under the desktop! (and you can not plug it
into a standard power line) — e.g., cooling issue, power supply issue, green

computing expectation ...

= Assume:
= Computer is being used for numerical simulation

= Compute power of a system is measured by Floating Point Operations
(MULT, ADD) for a specific numeric benchmark
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SC defeat a World Champion!

In February 1996, IBM’s Deep Blue
defeated grandmaster Garry
Kasparov. It was then assigned to
== predict the weather in Atlanta,
Georgia, during the 1996 Summer
Olympic Games




Computer Arch. & Prog. Models

# Modern processors:
» Single core: Superscalar (Pipelining), VLIW (Very Long Instruction Word)
*Memory Hierarchy (Caches)
» Multi-core CPU
» Many-core GPU
# Parallel computers: Shared-memory
» Shared-memory system architectures: UMA (Uniform Memory Access), NUMA
(Non-uniform Memory Access)
» pthread (POSIX thread)
# Parallel computers: Distributed-memory
» MPI (Message Passing Interface)
# Parallel computers: General Purpose GPU
= NVIDIA CUDA
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TOPS500

Top 500: Survey of the 500 most powerful supercomputers

» Solve large dense system of linear equations: e.g., A x=b (“LINPACK"
benchmark), solved by LU Decomposition

» Published twice a year

» Established in 1993

= Since Nov. 2018 (Summit/US): 143,500 TFlop/s (TOP1)

» Performance increase: 81% from 1993 — 2017

= Performance measure: MFlop/s, GFlop/s, TFlop/s, PFlop/s, EFlop/s
= Number of FLOATING POINT operations per second
» FLOATING POINT operations: double precision (64 bit) Add & Mult ops

108: MFlop/s; 102: GFlop/s; 10'2: TFlop/s; 101%: PFlop/s ; 10'8: EFlop/s
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LINPACK

» What is the Linpack benchmark

= A measure of a computer’s floating-point rate of execution

» Run a computer program that solves a dense system of linear equations

» The paper “The LINPACK Benchmark: Past, Present, and Future” by Jack
Dongarra, Piotr Luszczek, and Antoine Petitet

= LINPACK benchmark implementation

= Number the actual implementation of the program can diverge, and HPL is a
portable implementation of HPLinpack that was written in C used for TOP500 listing
(http://www.netlib.org/benchmark/linpackc).

» HPL generates a linear system of equations of order n and solves it using LU
decomposition.
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https://en.wikipedia.org/wiki/Implementation
http://www.netlib.org/benchmark/linpackc

LU Decomposition - Definition

= LU Decomposition is a critical method to solve a set of linear equations

= For most non-singular matrix A that one could conduct Naive Gauss
Elimination forward elimination steps, one can always write it as:
A=LU

where
L = lower triangular matrix
U = upper triangular matrix
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LU Decomposition - Application

= How can this be used?

Given A4x=b =LUx=b =>L(Ux)=b

1. Decompose 4 into L (lower triangular matrix) and
U (upper triangular matrix)

2. Solve Ly=bfory
3. Solve Ux =y forx
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LU Decomposition - Example

= We factorize the following 2x2 matrix: [4 3} . [111 0 J [un '1112]
6 3 '

oy I 0 ugp

lu UL +0-0=14
lll * U112 +0"LL22 =3
loy ~uyp + 1l -0=26
la1 w12 + laa - uga = 3.
= We can conveniently require the lower triangular matrix L to be a unit
triangular matrix (i.e. set all the entries of its main diagonal to ones), then:

loy = 1.5

un = 4 143_[1 oH4 3]
U = 3 6 3| |15 1|0 —15]|

»
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TOP10 as of November 2020

Rank System Cores (TFlop/s)  (TFlop/s) (kW)

1 Supercomputer Fugaku - Supercomputer Fugaku, A64FX 48C 7,630,848 442,010.0 537,212.0 29,899
2.2GHz, Tofu interconnect D, Fujitsu
RIKEN Center for Computational Science

Japan

2 Summit - IBM Power System AC922, IBM POWER9 22C 2,414,592  148,600.0 200,794.9 10,096
3.07GHz, NVIDIA Volta GV100 Dual-rail Mellanox EDR
Infiniband, IBM

DOE/SC/Oak Ridge National Laboratog
United States

GPU merges into the
1257120 7438 mainstream of high-
performance computing !

3 Sierra - IBM Power System AC922, IBM POWER$ 22C 3.1GHz,
NVIDIA Volta GV100 ‘Duat»ra;t Mellanox EDR Infiniband, IBM /
NVIDIA / Mellanox
DOE/NNSA/LLNL
United States

1,572,480 94,640.0

4 Sunway TaihuLight - Sunway MPP, Sunway SW26010 260C 10,649,600 125,435.9
1.45GHz, Sunway, NRCPC
National Supercomputing Center in Wux

China

5 Selene - NVIDIA DGX A100, AM
NVIDIA A100, Mellanox HD
NVIDIA Corporation
United States

555,520 63,460.0 79,215.0 2,646
< Infiniband, Nvidia

Clarkson

UNIVERSITY
defy o i




Performance Trend & Projection
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2010

Supercomputer - Issues

= Energy consumption is major issue for centers and users!
= Example: ORNL SC Energy Consumption Trend

Jaguar: 2.3 PF
Multi-core CPU
7MW

2012

Titan: 27 PF
Hybrid GPU/CPU
9 MW

2017

Clarkson

Summit: 5-10x Titan
Hybrid GPU/CPU
10 MW

N

4

OLCF5: 5-10x Summit
~20 MW

2022
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ORNL - Titan

Vendors: Cray™ / NVIDIA™
= 27 PF peak

+ 18,688 Compute nodes, each with
= 1.45 TF peak
= NVIDIA Kepler™ GPU -1,311 GF
= 6 GB GDDR5 memory

= AMD Opteron™-141 GF
= 32 GB DDR3 memory

o PCle2 link between GPU and CPU
https://www.olcf.ornl.gov/olcf-

* Cray Gemini 3-D Torus Interconnect system resources/compute-systemsititan/
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https://www.olcf.ornl.gov/olcf-resources/compute-systems/titan/
https://www.olcf.ornl.gov/olcf-resources/compute-systems/titan/

ORNL - Summit

Vendors: IBM™ / NVIDIA™

* Number of Nodes. 4,608.

* Node performance. 42 TF.

* Memory per Node. 512 GB DDR4 + 96 GB
HBM2.

* NV memory per Node. 1600 GB.

» Total System Memory. >10 PB DDR4 +
HBM2 + Non-volatile.

* Processors. 2 IBM POWER9™ 9,216 CPUs.
6 NVIDIA Volta™ 27,648 GPUs.

* File System. 250 PB, 2.5 TB/s, GPFS™

https://www.olcf.ornl.gov/summit/
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https://www.olcf.ornl.gov/summit/

Vendors: IBM™ / NVIDIA™

* Number of Nodes. 4,320.
* Node performance. 42 TF. N
* Memory per Node. 512 GB DDR4 + 96 GB
HBM2.

*Total System Memory. >1.38PB

*Total Cores. 190,080

* Processor Architecture. IBM POWER9™

CPU, NVIDIA Volta™ GPU.

* Operation System. RHEL

https://computation.linl.gov/computers/sierra
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https://computation.llnl.gov/computers/sierra

Topics of this Lecture

« Laws in Parallel Computing




Moore’s Law

The experts look ahead Electro nics

Cramming more components 19 April 1965
onto integrated circuits

With unit cost falling as the number of components per
circuit rises, by 1975 economics may dictate squeezing as
many as 65,000 components on a single silicon chip

By Gordon E. Moore

Durwclor, Research and Development Laborstories, Fairchdd Semiconductor
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Moore’s Law Continue — or it does not
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Data source: Wikipedia (https://en.wikipedia.org/wiki/Transistor_count)
The data visualization is available at OurWorldinData.org. There you find more visualizations and research on this topic. Licensed under CC-BY-SA by the author Max Roser.
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Clock Frequency (MHz)

Clock Speeds have statured
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New Solution — Multi-core

Intel Core i15-3470 lvy Bridge Processor:
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Amdahl’s Law

- Speedup: timewithout enhancement/ timewith enhancement

= Suppose an enhancement speeds up a fraction f
of a task by a factor of S

time, o, = timegq ( (1-f) + /S )
Soverall = 1/ ((1-f) + 1/S)

timeo|d

P
<«

v

(1-f) f

timeew

(1-f) /S
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Question?

= A program runs in 100 seconds on a machine, with
multiply operations responsible for 80 seconds of this
time. How much do | have to improve the speed of

multiplication if | want my program to run 5 times faster ?

20 =100 -( (1-0.8) + 0.8/S )
S =7




Amdahl’s Law

= Begins with Simple Software Assumption
(Limit Arg.)
= Fraction F of execution time perfectly
parallelizable

= No Overhead for

= Scheduling
= Communication
= Synchronization, etc.

= Fraction 1 — F Completely Serial
= Timeon1core=(1-F)/1+F/1 =1

* TimeonNcores=(1-F)/1+ FyN
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Amdahl’s Law

Amdahl’'s Speedup =

- F
1-F

1 N

= For mainframes, Amdahl expected 1 - F = 35%
= For a 4-processor speedup = 2
= For infinite-processor speedup < 3
s Therefore, stay with mainframes with one/few processors
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Amdahl’s Law

Parallelize parts 2 and 4
with 2 processors

<—Sequential

<—Sequential

<—Sequential

100

<—Sequential

50

160
100 [«—Sequential
166

50

100

<—Sequential

Speedup: 20%
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Amdahl’s Law (cont’d)

Parallelize parts 2 and 4
with 4 processors

100 [<—Sequential 100 [-—Sequential
100 300 || 507 | 25
100 [«—Sequential 100 [«—Sequential
100 )ﬂ{ /50/] 25
100 [«—Sequential 100 [«—Sequential

Speedup: 30%
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Amdahl’s Law (cont’d)

Parallelize parts 2 and 4
with infinite processors

100 [<—Sequential 100 [-—Sequential
100 06| sa’] | 257]| 0
100 [«—Sequential 100 [«—Sequential
100 6] [ 50| [ 257][ 0
100 [«—Sequential 100 [«—Sequential

Speedup: only 40%
Multi-core doesn’t look very appealing!
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Gustafson’s Law

= Fix execution of on a single processor as
= S+ p = serial part + parallelizable part =1
= 3S(n) = (s +p)/(s + p/n)
=1/(s + (1 — s)/n) = Amdahl’s law

= Now let, W is execution time on a single core computer, and W(s) is that on a parallel
computer, with p = parallel part.

= W=(1-p)W + pW

= W(n) = (1-p)W + npW

s Sg(n)=W(n)W=1-p+np
n: the number of cores

p: r?tio of the time spent in the parallel portion of the program versus the total execution
ime
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More on Gustafson’s Law

= Derived by fixing the parallel execution time (Amdahl
fixed the problem size -> fixed serial execution time)

= For many practical situations, Gustafson’s law makes more
sense
= Have a bigger computer, solve a bigger problem.

* Amdahl’s law turns out to be too conservative for high-
performance computing.
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Gustafson’s Law (cont’d)

Boxes contain units 500 units of time, but
of work now! 700 units of work!
100 [<—Sequential 100 [-—Sequential
100 360 | 200
100 [«—Sequential 100 [«—Sequential
100 ,w{ 200
100 [«—Sequential 100 [«—Sequential

Speedup: 40%
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Gustafson’s Law (cont’d)

Boxes contain units 500 units of time, but
of work now! 1100 units of work!
100 [<—Sequential 100 [-—Sequential
100 100 || 200 | 400
100 [«—Sequential 100 [«—Sequential
100 ,w{ ,zoﬂ 400
100 [«—Sequential 100 [«—Sequential

Speedup: 120%
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Gustafson Law (cont’d)

¢ Gustafson found important observation
- As processors grow, people scale problem
size
- Serial bottlenecks do not grow with problem
size
¢ Increasing processors gives linear speedup
- 20 processors roughly twice as fast as 10

¢ Multi-core computing is promising!

Reference: http://www.scl.ameslab.gov/Publications/Gus/AmdahilsLaw/Amdahls.html
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Topics of this Lecture

« Workshop Facility




Computing Facility

Servers: cybertraining.clarkson.edu

& reu-hpc.clarkson.edu (for the GPU lecture)
Accounts have been created for you
Your account name is as same as your Clarkson account
Default password is abc123

If you try to login this server outside of Clarkson campus,
you will need to use Clarkson’s VPN firstly.




Our Server

= DELL T7920 Server Tower:

= CPU: 2 x Intel Gold 6130 Xeon CPU (2.1GHz 16 core): total 32 cores
= Memory: 512GB

= OS: Ubuntu Linux 20.04

= Hard disk: 12TB

= This server can be used for your in-class practice and labs
» ssh cybertraining.clarkson.edu

= GPU programming lecture will be on a different Linux server
= ssh reu-hpc.clarkson.edu
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Clarkson ACRES Cluster

ACRES:

= Account name and password are as same as your Clarkson email’s
» ssh acres.clarkson.edu
= https://sites.clarkson.edu/acres/
= Sponsored by NSF Award (#1925596)
= Managed by slurm (a quick guide can be found at:
https://support.ceci-
hpc.be/doc/ _contents/QuickStart/SubmittingJobs/SlurmTutorial.html)
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https://sites.clarkson.edu/acres/
https://support.ceci-hpc.be/doc/_contents/QuickStart/SubmittingJobs/SlurmTutorial.html
https://support.ceci-hpc.be/doc/_contents/QuickStart/SubmittingJobs/SlurmTutorial.html

SLURM

Useful Commands:

= sinfo

= sbatch

" squeue

" squeue —j
= scancel
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Remote Login by SSH - Putty

Add the session
[=- Session A [ Basic options for your PUTTY session ‘
Logging ~ Specify your connection by host name or IP address—

iInformation: i % |t *

1_W/F\aa\wes/ Protocol:
= Window " Raw O Telhet Fllogin/'(: SSH

Th'S |S Whel’e yOU put IHM gzﬁ:z&c ) .~ Load, save 2] def edsession
addreSS (eg, /;:;;;Tn/’ |consuls_test)s$

Colours

ettings

cybertraining.clarkson.edu).

[=I- Connection
Data
Make sure you /

Telnet

Fred
clibsrv2.cosu.edu

select ssh e —11
Kex : N
i;‘;h I | Eloflww:;cs'ow ?_(‘ eI:IeLver % Only on clean exit
Give it a name Tuels |5
hd
and click save sout | Open Cancel
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Remote Login by SSH Putty

\ PuTTY Configuration
= Make sure that after

yO U m a ke a n y g Terrlgﬁga‘ging ~ Specify your connection by host name or IP address—

Keyboard Host Name (or IP address) Patt

changes you click on | s Z
session and save. T [7M,,, [LCf Cbe Chon Co |

iy Load, save or delete a stored session

Basic options for your PUTTY session ‘

Translation Saved Sessions

. OtherWise nOthing Wi” Selection \Wh

b d d c | I L EOIO{_‘"S lIi_)efault Settings a Load
- Connection d
e S a Ve a n yo u W I Data ciiistocsu.edu j‘ B

Prowy consuls.org

have to do it all over To corsi e ™

Rlogin dtest j

1 - S5H
again. ——
Close window on exit:

Q:l:h | € Always © Never ¢ Onlyon clean exit

Tunnels j
About | Open | Cancel
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Xwindow By SSH - XMing

« Xming is a free X-server &8 Py Contusion ___ =)

a p p I | Catl on fo r Wl N d OWS | Keyboad | Options cortroling SSH X11forwarding

el ¥11 forwarding
- Features

 Run Xming, runs in the

- Appearance X display location

- Behaviour ™ _—nte X11 authentication protocol

baCkg ro u n d . N O i n iti al Setu p iS Translati:n Y @ MI" -Magic-Cookie-1 XDM-Authorization-1

required. e —
* While Xming is running, start

Putty session in X11 enabled | o

mOde \\‘

W‘ [ Open I [ Cancel
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File Transfer By SSH - WinSCP

= WInSCP: Transfer files from Windows

to Linux and vice versa

* Login:
s Open WIinSCP program
s Enter user credentials,
click login

B\ Documents - zhmarvi@linus.egr.uh.edu - WinSCP

Local Mark Files Commands Session Options

My documents

C:\Users\zhmarvitDocuments

Remote

SCP

Session
Stored sessions
Environment
Directories
SSH
Preferences

[] Advanced options

Session
Host name:

linus.egr.uh.edu

User name:

ecc_user
Private key file:
DO NOT NEED

Protocol
File protocol:

Password:

Port number:
2

[¥] Allow SCP fallback

h [ About... ] [Languaga

Na.. Size Type Bxt Size Changed B
+ 9/4/2013 L. r & 8/30/20131
TFile folder 8/19/2013 . 8/7/2013335:
ile folder 8/16/2013 . 8/29/20138 ;
File folder 8/15/2013 ... sh 8/20/2013 9:21
File folder 8/15/2013 ... sh 8/7/2013 3:34:
File folder 8/15/2013 ... sh = 8/1/2013 2:2635..
File folder 8/10/2012 .. 7/25/20139:
File folder 8/10/2012 . 9/4/20131021...
Rich Text Format 9/4/2013 8... h 9/4/20131021...
Microsoft Pow... 9/4/2013 1.. ah 7/25/2013 9;
JPEG image 8/29/2013 ... 2 8/23/20131
Text Document  8/20/2013 .. a 7/25/20139:
VLC mediafile .. 8/11/2009 .. a 8/7/2013 3354
VLC media file .. 8/11/2009 .. a 9/4/20131042...
KeePass Passw... 8/30/2013 ... a 8/29/20138
TextDocument  8/22/2013 ... a 8/7/2013 3:34:
Microsoft Excel... 7/23/2013 ... a 7/15/2013 2:
Remote Deskto... 8/23/2013 ... h 8/7/2013 3:34:
& Configuration ... 8/7/2013 1... ash 7/25/20139:
FLORR.. 1387448 AdobeAcrobat.. 7/20/2013 .. a 8/26/20131.
@Drup.. 66,839 Microsoft Wor...  8/22/2013 .. a nautilus 8/23/201310:0...  rwar-xr-x 5
FINCIi  ASIRAL Bdnhe Acrmhat 2720012 2 0 D

0Bof 13.233KBin 0of 38

0Bof 4.283KBin 0of 63

(5 F7 Create Directory

L F10 Quit
=} scp 0:0021




MacOS - Terminal

= MacOS: Go->Utilities->Terminal
+ Login: e — ol s esberaning clrksonedu 1031
ssh hosthname/IP address —




